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ABSTRACT

Conventional image classification and object detection meth-

ods depend on manual annotations, such as image-level labels

and bounding boxes. However, the acquisition of such anno-

tations for millions of images is trivial. This paper addresses

the problem of webly-supervised visual concept learning, and

develops an automatic algorithm using parallel text and vi-

sual corpora to discover informative visual patterns from the

web images. Based on the mined patterns, a cardinality-

guided multiple instance learning algorithm is designed to es-

tablish the link between the image patterns and the literal con-

cepts. Furthermore, due to the diversity of visual concepts, we

perform clustered multitask refinement on the learned con-

cept classifiers to enhance their generalization capability via

a clustered regularization. Experiments demonstrate the su-

periority of the proposed method over traditional approaches.

Index Terms— Visual concept learning, multiple in-

stance learning, multitask learning

1. INTRODUCTION

The past few decades have witnessed the explosive growth of

data on the Internet, and we have achieved remarkable ad-

vances in data acquisition, storage and computation. Facing

the dawn of Big Data, researchers are elevating the task of

image classification [1] and object detection [2] to the next

level — large scale visual concept learning. Unfortunately, al-

though methods may be scalable and images can be enriched,

the acquisition of manual annotations for millions of images

is trivial. Therefore, it would be desirable to develop auto-

matic approaches to learn visual concepts from large-scale

image datasets with minimal human supervision.

Most existing visual concept learning methods discover

the visual detectors in two ways. One way is to exploit image

search engines to mine related object examples from image

query results. For example, NEIL [3] starts with a few exem-

plar images per concept, and iteratively discovers common
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Fig. 1. Webly-supervised visual concept learning problem.

sense relationships and refines its concept detectors using im-

age search results. The other is to discover visual patterns

from weakly labeled data, which do not heavily depend on the

search engines. For example, ConceptLearner [4] uses noisily

tagged images to train concept detectors without considering

the semantic similarity among different tags.

In this paper, we take the advantage of web images from

the news sites and social media to learn visual concepts auto-

matically. Fig. 1 shows the problem setting of the proposed

webly-supervised visual concept learning method. Given a

collection of web images with caption annotations, our goal

is to mine visual concepts and train reliable object detectors.

Although this paradigm is promising, we need to solve three

challenges. First, how to determine the visual concepts from

the textual descriptions. Second, how to efficiently extract rel-

evant regions of the visual concepts from millions of possible

regions in images. Third, how to establish the link between

the visual concepts and image regions, which is also the most

difficult task in a webly-supervised learning system.

This paper proposes an effective method to learn visual

concepts from webly-supervised images with the following

two contributions. First, we propose a cardinality-guided

multiple instance learning algorithm for object instance min-

ing. Conventional approaches [5] usually extract one positive

instance from each positive bag, which is a waste of image

information, since there might be multiple object instances in

an image. In particular, the proposed method makes use of
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Fig. 2. The framework of the proposed visual concept learning algorithm.

the cardinality (i.e., the number of instances) inferred from

the text to collect object instances more effectively. With this

cardinality prior, we can obtain more object instances from

the images for robust training of detectors. Second, we pro-

pose a multitask refinement approach to group semantically

related concepts to super-category clusters. In practice, due

to the diversity of visual concepts, many of them are semanti-

cally similar and refer to the same object actually. Hence, we

further adopt clustered multitask refinement to enhance the

learned concept classifiers by automatically grouping the rel-

evant visual concepts together and refining their parameters

with cluster related regularizations.

2. WEBLY-SUPERVISED VISUAL CONCEPT
LEARNING

The flow chart of the proposed webly-supervised visual con-

cept learning algorithm is illustrated in Fig. 2. Given a

parallel corpus of images and the associated text descrip-

tions, we first extract the names and cardinalities of the vi-

sual concepts from the captions. Subsequently, visually non-

salient concepts and irrelevant patches are pruned with im-

age search engine and submodular formulation, respectively.

Then a cardinality-guided multiple instance learning algo-

rithm is performed to identify the most relevant patches for

each class of visual concept. Finally, in order to learn robust

object detectors from the subcategory level visual concepts,

a clustered multitask learning is applied to learn multiple ob-

ject classifiers simultaneously. In the following sections, we

elaborate the details of each module.

2.1. Extraction of Visual Concepts from Captions

First, given a parallel corpus of images and captions, we first

extract the names of the visual concepts and their cardinalities

from the captions, which is illustrated in Fig. 3. Specifically,

the visual concepts of an image are indicated by the nouns in

the associated caption. To retrieve the nouns, we utilize the

Stanford Parser [6] to label the part-of-speech (POS) tag for

each word in the caption, and the words marked as NN and

NNS are the singular nouns and the plural nouns, respectively.

In addition to the nouns themselves, the cardinalities of

the nouns will be determined by text parsing in the mean-

time, which would facilitate the discovery of object instances

in MIL step. To be concrete, there are two types of cardi-

nalities: the exact ones and the approximate ones. The exact

cardinalities of nouns are defined by either singular nouns or

plural nouns with numerical modifiers. Obviously, the cardi-

nality of a singular noun (e.g., plane in the first caption in Fig.

3) is 1, and the cardinality of a noun with numerical modifier

(e.g., gentleman in the first caption in Fig. 3 is two) can be in-

ferred from the numeral . On the other hand, the approximate

cardinality of a plural noun without numerical modifier (e.g.,

canoes in the last caption in Fig. 3) is 2, since all we know is

that there are at least two instances in the image. Hence, the

cardinalities of the visual concepts in an image are denoted by

N = {n1, n2, · · · , nK0
}. If the k-th noun in the vocabulary

is not mentioned in the caption, nk = 0, otherwise nk equals

to the cardinality of the noun.

2.2. Irrelevant Concept and Patch Pruning

Aiming at obtaining a set of discriminative and compact vi-

sual concepts, it would be necessary to prune those visually

non-salient concepts, e.g., inside, or stand. We use a simple

and fast image-classifier pruning method [7], based on BING

image search engine. We randomly split the retrieved top im-

ages into training and validation sets Ik = {Itk, Ivk}. The neg-

ative bags Īk = {Ītk, Īvk} are collected from random samples

of images in existing labeled datasets, from those categories

which do not have the same name as the category of interest.

For each concept, we train a linear SVM with Itk as positive

and Ītk as negative training images. This classifier is then eval-

uated on a combined pool of validation images. The k-th con-

cept are declared to be visually salient if the average precision

(AP) of the k-classifier computed on is above a threshold. Af-
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Fig. 3. Visual concept labels of the images.

ter the pruning step, we end up with K(K ≤ K0) concepts.

Moreover, to remove background clutters and potential

confusions from thousands of boxes per image, we adopt a

flexible submodular formulation [8]. Let P be the set of all

positively-labeled images. Each image X contains a set of

candidate boxes X = {xi}m0
i=1, which is generated via ob-

ject proposal methods [9]. For each box x, we find its nearest

neighbor box in each other image X ′. The L closest of those

neighbors form the neighborhood N (x).
We aim to define a function F (S) on boxes sets S that

measures how well the set S represents P . If B(P) is the set

of all patches from images in P , then |N (x)∩B(P)| ≈ L. To

identify a representative set of patches among all candidate

boxes like [8], we construct a bipartite graph G = (V,U , ε)
where U and V are all boxes occurring in P . The most repre-

sentative patches maximize the covering function

F (S) = |Γ(S)| (1)

where Γ(S) = {u ∈ U|(u, v) ∈ ε with v ∈ S} ⊆ U is the

neighborhood of S ⊆ V in the bipartite graph. S denotes a

set of selected boxes. F (S) measures the number of boxes in

P that are neighborhoods of S. The function F is monotone

and submodular.

2.3. Instance Mining by Multiple Instance Learning

To establish the relation between the image-level visual con-

cept labels and the object proposals, we represent each sample

(i.e., an image-caption pair) as (X,N), where X = {xi}mi=1

is the bag of object proposals after patch filtering, x ∈ R
d is

the feature vector of an object proposal, d is the feature di-

mension, m is the number of object proposals, and N is the

cardinalities of the visual concepts. First, we define the clas-

sification score of a patch x by the k-th classifier as

gk(x;wk,Γ) = w�
k Γx, k = 1, · · · ,K (2)

In Eq. (2), Γ ∈ R
h×d maps the original d-dimensional feature

to an h-dimensional one (h < d), which is shared by all visual

concepts. wk ∈ R
h is the coefficients of the k-th specific

concept classifier, and K is the number of visual concepts.

Both Γ and {wk}Kk=1 will be estimated during training.

Based on the classification scores of the patches, we fur-

ther define the classification score of a bag X . Conventional

multiple instance learning approaches [5] assume that there is

only one positive instance in each positive bag. However, as

illustrated by the first image in Fig. 2, there are usually mul-

tiple object instances of the same class in an image. There-

fore, to take full advantage of the object proposals and the

textual descriptions, we develop a cardinality-guided multi-

ple instance learning algorithm. Concretely, the classification

score of a bag X is defined as

fk(X) =

⎧
⎪⎨

⎪⎩

1

nk

nk∑

i=1

gk(x
∗
i ), if nk > 0

gk(x
∗
1), if nk = 0

(3)

where {x∗
1, · · · ,x∗

nk
} are the key instances in X , i.e., the nk

instances of the largest classification scores in Xk satisfying

fk(x
∗
1) > fk(x

∗
2) > · · · > fk(x

∗
nk
). Eq. (3) indicates that

the classification score of a negative bag (i.e., n = 0) is the

maximum classification score of the instances. On the other

hand, the classification score of a positive bag (i.e., n > 0) is

the mean classification score of the key instances. In this way,

the proposed method is capable of mining more positive in-

stances from the images, and achieve stronger generalization

capability than methods that capture only one instance from

each positive bag.

In order to optimize concept classifiers, i.e. Γ and

{wk}Kk=1, we apply a similar scheme as [10] using stochastic

gradient descent (SGD). Specifically, given a sample (X,N),
let Ȳ = {i|ni = 0} be the set of negative classes, and

Y = {i|ni > 0} be the set of positive classes. The rank-
ing error of this sample with respect to a positive class y ∈ Y
is defined as

ε(X, y) =

R(X,y)∑

i=1

1

i
, (4)

where R(X, y) is the number of negative classes that have

larger score than fk(X). In each iteration of SGD, we first

randomly select one sample (X,N), and then randomly pick

a positive class y ∈ Y and a negative class ȳ ∈ Ȳ based on

the concept labels of the chosen sample. The hinge loss of the

ranking error of the sample is

L(X, y, ȳ) = ε(X, y)|1 + fȳ(X)− fy(X)|+ (5)

Subsequently, Γ, wy and wȳ can be updated accordingly by

the corresponding derivatives of L(X, y, ȳ).

2.4. Clustered Multitask Refinement

After the cardinality-guided multiple instance learning, we

have collected key instances from bags of object proposals
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and the coefficients of the concept classifiers, i.e., {wk}Kk=1.

Concretely, the key instances and the their labels are denoted

by {(x′
i, y

k
i )}Mi=1 for k = 1, · · · ,K, where M is the num-

ber of instances, and yki indicates whether the i-th instance

belongs to the k-th concept.

In practice, due to the diversity of nouns, the visual con-

cepts are cluster-structured. Namely, many visual concepts

actually refer to the same object class. For example, visual

concepts person, girl and policeman all stand for the object

person. Hence, in order to strengthen the concept classifiers,

we perform clustered multitask refinement on {wk}Kk=1.

The weights of all visual classifiers are denoted by W =
(w1, · · · ,wK) ∈ R

d×K . Let A ∈ {0, 1}K×T be the clus-

ter assignment of the visual concepts, i.e., A(k, t) = 1 if the

k-th visual concept belongs to the t-th cluster. We further de-

fine V = A(A�A)−1A�, which is only determined by the

assignment of the visual concepts. The objective of the clus-

tered multitask refinement is

min
W,V

�(W ) + λΩ(W,V ), (6)

where

�(W ) =
1

MK

K∑

k=1

M∑

i=1

|1−w�
k x

′
i|+ (7)

is the mean hinge loss of classification, and

Ω(W,V ) = Ωmag(W )+αΩinter(W,V )+βΩintra(W,V ) (8)

is the regularization term with α, β ∈ R being the weights.

In Eq. (8), Ωmag(W ), Ωinter(W,V ) and Ωintra(W,V ) pe-

nalize the magnitude of W , the inter-cluster variance and the

compactness of the clusters, respectively. To solve Eq. (6),

[11] provides a convex relaxation solution to the non-convex

problem by optimizing over a convex set of positive semidef-

inite matrices.

3. EXPERIMENTS

We first experiment on MSCOCO [12] to validate the effec-

tiveness of the learned concept detectors. Then we perform

ablation study to evaluate the performance of each module.

Finally, we adapt our detectors to PASCAL VOC 2007 [13]

for comparison with previous object detection methods.

3.1. Experimental Settings

To evaluate the proposed method, we select the Microsoft

COCO dataset (MSCOCO) , which consists of 82,783 train-

ing images and 40,504 validation images. For this dataset,

each image is accompanied with five captions. For concept

discovery, each word is labeled with the Stanford English

Parser [6]. We kept nouns with at least 50 occurrences in

the training sentences, which gives us an initial list of 1550

(K0 = 1550) concepts. Bing image search API is then ex-

ploited to retrieve 100 images per concept, of which 80 for

training and 20 for validation. Subsequently, we use linear

SVM to prune irrelevant concepts. During the pruning pro-

cess, concepts with AP lower than 10% is filtered, which re-

sults in 650 (K = 650) visual concepts. We generate object

proposals with Multiscale Combinational Grouping (MCG)

[9]. For feature representation, the fc7 layer [2] features are

used for each region proposal.

3.2. Performance in Concept Discovery and Detection

It should be noted that an extensive and comprehensive eval-

uation for the whole system is an extremely difficult task,

because it is impractical to evaluate every labeled instance.

Hence, we display the detailed results of four representa-

tive categories, namely people, airplane, vehicle and moni-
tor. Fig. 4 shows the extracted visual concepts along with

a few labeled instances belonging to the same category. It

can be seen from the figure that the proposed method effec-

tively handles the intra-class variation and polysemy via the

clustering process. The purity and diversity of the clusters for

different concepts indicate that contextual relationships help

make our system robust to semantic drift and ensure diversity.

The precision-recall curves of the proposed method are

shown in Fig. 5. In addition to the quantitative evaluation,

we illustrate some detection samples in Fig. 8. It can be

shown that our method is able to detect out the overlapped

objects (e.g., tv), which is a challenging task without abun-

dant instance-level annotations.

3.3. Ablation Study

In this section, we conduct ablation study to investigate the

behaviors of different configurations. First, we evaluate the

performance of the proposed cardinality-guided multiple in-

stance learning algorithm. In particular, we analyze the recall

of the positive instances labeled by the concept classifiers,

which is demonstrated in Fig. 6. It can be observed from

Fig. 6 that the algorithm basically converges in eight itera-

tions for the four object classes. In general, more than half of

the instances can be successfully discovered by the proposed

method in a fully webly-supervised fashion.

In addition, we evaluate the influence of clustered multi-

task learning. The proposed method is is compared against

two variants:
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Fig. 5. Precision-recall curves of the proposed methods.
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• The ground truth object instances serve as the inputs to

the clustered multitask learning.

• Clustered multitask learning is not performed. In other

words, the object classifiers are trained directly using the

visual concepts of the same name, e.g., object people are

learned with the positive patches of noun people.

The precision-recall curves of the two variants and the

proposed method are illustrated in Fig. 7. We can observe

from Fig. 7 that the best performance is achieved by multitask

learning with ground truth object instances, which can be re-

garded as the upper bound of the proposed method. It should

be noted that for object such as vehicle, the performance of

the proposed method is close to the performance of the ground

truth, which demonstrates that the proposed method is partic-

ularly effective in identifying instances like vehicles. On the

other hand, simply using the exact words of the object class to

learn the classifier achieves the worse performance among the

three approaches, because an object class exhibits long-tailed

distribution in textual description, so that a single visual con-

cept does not offer sufficient instances to learn robust models.

Remarkably, by grouping subcategory-level visual concepts

using clustered multitask learning, the proposed method im-

proves the generalization capability of the object detectors by

utilizing extra semantically relevant instances.
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Fig. 7. Comparisons of precision-recall for different methods.

people 0.91 vehicle 0.85
monitor 0.45

airplane 0.75

people 1.00 
people 0.52 

vehicle 0.87

vehicle 0.78

airplane 0.96
people 0.81 

people 0.64 
monitor 0.95 

monitor 0.83 

monitor 0.92 

monitor 0.61 people 0.79 

Fig. 8. Sample detections by the proposed method.

3.4. Detection on PASCAL VOC Dataset

We further evaluate the concept detectors on PASCAL VOC

2007 dataset. We follow the pipeline of region proposal and

deep feature extraction in [2] as trainval and test. This dataset

consists of about 5k trainval images and 5k test images over

20 object categories. Here, we need to apply a subset of the

detectors from the pool of detectors learned from MSCOCO

dataset to PASCAL VOC 2007 dataset. We simply use a

winner-take-all selection protocol for detector selection. To

be specific, we first define PASCAL VOC 2007 as the selec-

tion set and select relevant learned concept detectors with the

highest precision. Then we evaluate the 20 best concept de-

tectors for all 20 objects in PASCAL VOC 2007 respectively.

Table 1 compares the results of our concept discovery

algorithm with other state-of-the-art baselines with various

kinds of supervision. According to the source of supervision,

we categorize these results into four different aspects.

• Fully supervised method. R-CNN [2] is a fully super-

vised state-of-the-art method on PASCAL VOC 2007. It is

trained with deep features of the ground truth bounding boxes,

and search for objects in pool of object proposals. In con-

trast to supervised methods, the proposed algorithm needs no

instance-level annotations.

• Weakly supervised method. This type of methods uses

image-level labels without bounding boxes to train the object
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Table 1. Average precision of object detection.
Method aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv mAP

Proposed .420 .405 .136 .098 .120 .366 .408 .159 .129 .167 .128 .172 .236 .395 .084 .154 .198 .238 .387 .216 .230
CL[4] .345 .390 .182 .148 .084 .310 .391 .204 .155 .131 .145 .036 .206 .339 .094 .170 .147 .226 .279 .190 .209

LEVAN[7] .140 .362 .125 .103 .092 .350 .359 .084 .100 .170 .065 .129 .306 .275 .060 .015 .188 .103 .235 .164 .172
DAV[14] .174 - .093 .092 - - .357 .094 - .097 - .033 .162 .273 - - - - .150 - -
MDD[15] .134 .440 .031 .031 .000 .312 .439 .071 .001 .093 .099 .015 .294 .383 .046 .001 .004 .038 .342 .000 .139
DCC[16] .462 .469 .241 .164 .122 .422 .471 .352 .071 .283 .127 .215 .301 .424 .078 .200 .268 .208 .358 .296 .277
LLO[8] .076 .419 .197 .091 .104 .358 .391 .336 .006 .209 .100 .277 .294 .392 .091 .193 .205 .171 .356 .071 .227

R-CNN[2] .576 .579 .385 .318 .237 .512 .589 .514 .200 .505 .409 .460 .516 .559 .433 .233 .481 .353 .510 .574 .447

detectors. LLO (learning to localize objects with minimal su-

pervision) [8] uses CNN to compute features and formulates

the problem as a smoothed latent SVM optimization. DCC

(object detection with convex clustering) [16] is also based

on latent SVM. It introduces in the objective function an addi-

tional term to enforce similarity among the selected windows.

MDD (model drift detection) [15] incorporates an initial an-

notation model to detect the drift of the model when training

the detector. Since all these four methods (fully supervised

and weakly supervised methods) use the training set and val-

idation set of PASCAL VOC 2007 to train the detector, they

are relevant to our method as “upper bound” baselines.

• Video supervised method. DAV (detectors from

weakly annotated videos) [14] trains detectors on manually

selected videos without bounding boxes and shows results on

10 classes of PASCAL VOC 2007.

• Webly supervised method. LEVAN (learn everything

about anything) [7] uses items in Google N-grams as queries

to collect images from image search engine for training the

detectors. So their training set of detector could be consid-

ered as the unlimited number of images from search engines.

CL (concept learner) [4] uses noisily tagged images to train

concept detectors without considering the semantic similarity

among different tags.

4. CONCLUSIONS

This paper presents a webly-supervised method to learn vi-

sual concepts from images with textual descriptions. Taking

the advantage of natural language parsing and object proposal

techniques, the proposed method designs a cardinality-guided

multitask learning algorithm to establish the link between the

image regions and the visual concepts. Experiments on chal-

lenging datasets demonstrate the superiority of the proposed

method over traditional weakly supervised approaches.
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[9] Pablo Arbeláez, Jordi Pont-Tuset, and Barron et al., “Multi-

scale combinatorial grouping,” in CVPR, 2014, pp. 328–335.

[10] Sheng-Jun Huang and Zhi-Hua Zhou, “Fast multi-instance

multi-label learning,” arXiv preprint arXiv:1310.2049, 2013.

[11] Laurent Jacob, Jean-philippe Vert, and Francis R Bach, “Clus-

tered multi-task learning: A convex formulation,” in NIPS,

2009, pp. 745–752.

[12] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays,

Pietro Perona, Deva Ramanan, Piotr Dollár, and C Lawrence

Zitnick, “Microsoft coco: Common objects in context,” in

ECCV, pp. 740–755. Springer, 2014.

[13] Mark Everingham, Luc Van Gool, Christopher KI Williams,

John Winn, and Andrew Zisserman, “The pascal visual object

classes (voc) challenge,” IJCV, vol. 88, no. 2, pp. 303–338,

2010.

[14] Alessandro Prest, Christian Leistner, Javier Civera, Cordelia

Schmid, and Vittorio Ferrari, “Learning object class detectors

from weakly annotated video,” in CVPR, 2012, pp. 3282–3289.

[15] Parthipan Siva and Xiang Tao, “Weakly supervised object de-

tector learning with model drift detection,” in ICCV, 2011, pp.

343–350.

[16] H. Bilen, M. Pedersoli, and T. Tuytelaars, “Weakly supervised

object detection with convex clustering,” in CVPR, 2015.

984



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


